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Abstract


A validation/filtration phase in a network prediction model was constructed. This step used correlations between multiple genes selected from a predicted tRNA network to create and validate 3 gene networks. From these it then created a larger, potential network and used this to determine which genes in the potential model were not involved in it. 13 of the 27 genes in the original network were removed.


The second phase used a Bayesian model to confirm or reject the genes selected for removal by the correlation model. Rejected genes were placed with accepted genes in a Bayesian network, and rejected genes with a connection value higher than 0.2 to an accepted gene were reintroduced to the network. Of the 13 rejected genes, 2 were reintroduced. Thus, after testing, the original 27 gene network was reduced to a 16 gene network by this step.

Introduction


A regulatory pathway is a series of genes where certain ones control the expression of others. Often in them the regulators themselves are controlled by other genes. From a clinical standpoint, understanding these is extremely valuable, since it allows drugs to be developed which can target certain aspects of a regulatory pathway. This in turn allows for doctors to know exactly what effects a drug will have and to be better able to control those effects. 


Many genes have been grouped into these pathways successfully by either examining their functions, knocking out certain genes and observing their effects on others in the network, and through some clustering techniques. The problem is that it is like many of the genes in these pathways are not known, especially the ones that play a key regulatory role. Pathways can contain hundreds of genes, and experimental validation of a pathway can take large amounts of time and resources. Even if sufficient time and resources are placed in to it, using normal “knock out” methods, if a key upstream regulatory gene is not examined, then it will be missed. Thus, approaches are needed which can suggest these key regulatory genes beforehand, as well as provide provice advice on which genes should be targeted in experiments.


It is with this need in mind that the bioinformatic approach becomes feasable. Many models start with a simple idea. If genes are in a pathway, their expression levels will be related, and by examining these expression levels it should be possible to determine which are in a network. Therefore, it is possible from microarrays to determine the possible regulatory and functional nature of thousands of genes at once (Friedman, 2003). The problem lies in the execution of this idea in the real world. 


All approaches are limited by the fact that microarrays can not allow one to ascertain post-transcriptional modification regulation. In addition, many methods are only able to say that two genes are closely related, not that one directly affects the others (Pe’er, 2001). These are the problems that arise assuming the data from the microarray is clean, which does not happen in the real world.


Gene expression data is rarely clean. Large amounts of noise appear in any microarray data set, and this can cause serious problems when trying to get usable results. Even with a simple microarray based experiment, methods must be developed which will quantify the noise level as well as minimize its effect on the experiment. To this end, a series of validation and filtration steps can be used. What makes this model unique is not only is the data filtered, but the amount of noise that is likely to get into a given network is also determined.


The main focus of this part of the experiment was to develop a step in the validation/filtration process. The key aspects of this step were two computer programs, one of which was developed especially for this step. The first program was the Deal software package for R, which was designed to create Bayesian networks. A Bayesian network is a graphical model which encodes the joint probability distribution for a set of random variables (Bottcher, 1). The practical result of this is that the data points are fitted together and scores are assigned to these connections showing how feasible they are. The problem in a situation with genes is that all of the variables tend to be assigned together.


The other program, which was developed especially for this, was the Correlation Network Generation package. This program relied on the idea that the expression of genes in a network would be correlated, then used this information to produce a graphical representation of potential network. 


By comparing the results of these two programs, a list of genes that may just be noise could be determined and if so desired, discarded. The key problem was determining which conditions got rid of the most junk genes while removing as few real ones as possible.owHow

Methods


This prediction model uses the NCI 60 cancer cell lines. The first step was determining, specifically, which of these tumor cell lines to use. This was done using a series of networks as classified by KEGG (Kyoto Encyclopedia of Genes and Genomes). These networks were then tested using a series of permutations. In each permutation, some of the genes of the network would be used to determine which tumor cell lines contained the least amount of noise. These tumor cell lines were then tested on the remaining genes of the network to see how many they were picked. In addition, some garbage data was used from the cell lines to see how many would be picked as well. For each permutation, a percent accuracy would be determined. Permutations were done so every gene in a model was tested upon at least once. The actual testing and determination of genes was done using a neural network model.


Next, to determine the baseline of noise that would escape into the model, the model was tested on a garbage data set and the average size and standard deviation of noise networks was determined. The model was then applied to the real data set, and if a network was outside the standard deviation of a noise network then it was assumed to have some real aspects.


The next steps focused on filtering and further validation. Validation was performed first by doing a background analysis. This is a comparison between the size of a given real network and the size of an average noise network. This can be used to get an idea of how many genes in a given “real” network are junk data. Interestingly enough, the % accuracy as determined by the cross validation steps and the % of real genes in a given network as determined by background analysis tended to be similar.


The next step was a comparison of KEGG and GO (Gene Ontology) libraries, which are, for the most part, independent of each other. Since the initial networks were generating using KEGG, it was assumed that if the found networks also appeared in GO, it would support their validity. 


The next step is what this experiment focused on. The initial step was the determination of a list of three gene networks. These networks consisted of a hub gene and two daughter genes, though, the exact regulatory order was not known, merely that correlation indicated the hub was in the center. In order for a network to be added to the list, the correlation between the hub and each daughter must surpass a certain level (ie 0.5), but in addition, the daughters must also be somewhat correlated based on the correlation between each daughter and the hub. Thus, if the correlation between each daughter and the hub was 0.5, then the correlation between the two daughters would be predicted to be around 0.25. If it passed these criteria, it would be added to the list. The values used to test for each network were 0.4, 0.5, 0.6, and 0.7.


The next step was generating the actual graphical gene network. First, all the three gene networks with the same hub were combined into one. Next, connections between the hubs were established. If a hub contained another hub as a daughter and vice versa, then it was assumed that a connection existed between the two hubs and that they formed tiers in a multilayer network. After that, a simple graphical representation of the network could be formed. This representation was used for the next several steps.


From the final correlation network, the program was able to go back to the original gene list the model had provided for a particular network and determine which genes had not appeared in the correlation network. In addition, it provides links to the GO database as well as GO definitions for each gene, to add to the KEGG-GO comparison stage. 


The final stage was testing via the Bayesian network. This was done in two phases. First, the genes which were not selected as part of the correlation network and some of the genes that had been selected had the Deal Bayesian model was applied to them. Next, some genes that were selected as part of the correlation network and some garbage genes had the Deal Bayesian model applied to them. By comparing the connection values between the network genes and the garbage genes to the values between the network genes and the genes not predicted to be part of the network. a better idea of which were valid could be determined.


By comparing the results of the Bayesian modeling to the correlation network, a final list of genes that could most likely be discarded could be determined and removed accordingly. For actual testing purposes, genes from a predicted tRNA network, Oxidative Phosphorylation network, and Ribosomal network were use

Results


While testing was done at 0.4, 0.5, 0.6, and 0.7, 0.6 tended to provide the most reasonable results. At 0.6, a reasonable network was maintained while a decent number of genes were still filtered out. For the tRNA network at 0.6 correlation (Figure 1),  out of 27 genes, 13 were rejected for not being present in the main network or any sub networks.
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Figure 1: Predicted correlation network: Of 27 genes, 14 appeared in the main correlation network (shown above) or several smaller sub-networks while 7 were rejected. The correlation network contains many redundant genes, since many genes have more than one hub. The tiers of genes do not indicate a regulatory heirarchy, rather, the lines indicate connections between them. The actual regulation can proceed either way. All programming was done within Microsoft Excel. Light blue: Starting hub. Blue: Hub appearing in all 3 gene permutations. Red: Hub appearing in some 3 gene permutations. Green: Daughter appearing in all 3 gene permutations. White: Daughter appearing in some 3 gene permutations. 

Bayesian testing was done with subsets of the correlation network and genes not present in the correlation network (Figure 2). In addition, a test was performed with junk genes (Figure 3). Next, the values for connections between network genes and non-network genes(Table 1) were compared to values for connections between network genes and garbage genes (Table 2). Higher values indicate more valid connections, a threshold of 0.2 is needed for a gene to be removed from the “non-network” list. Connections for which no values are listed are invalid ones. After Bayesian testing, two genes on the invalid list W70081 and AA055616 were removed and placed back on the network list. 
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Figure 2: Graphical Representation of Bayesian Network: This shows potential connections between genes after Bayesian testing. Of interest are the connections between the network genes and the non-network genes. H24082, AA057539, AA044238, AA011177, AA055616, W70081, and AA001863 are the non-network genes. N49296, AA056613, AA057672, R19166, W74639, W86873, and R42145 are the network genes. Testing was done in R using the Deal Network Package.
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Figure 3: Graphical Representation of Bayesian Network: This shows potential connections between genes after Bayesian testing. Of interest are the connections between the network genes and the garbage genes, since they give an idea of what should be expected between two completely unrelated groups. R59852, R42285, N58088, N47107, AA026796, AA010076, AA007598 are the garbage genes. N49296, AA056613, AA057672, R19166, W74639, W86873, and R42145 are the network genes. Testing was done in R using the Deal Network Package

	Table 1: Network and non-network connections
	Table 2: Network and garbage connections

	Non-net
	Net
	Connection Value
	
	Garbage
	Net
	Connection Value

	AA001863
	AA056613
	0.084309
	
	
	AA026796
	R42145
	0.1644903

	AA001863
	H24082
	0.089956
	
	
	AA026796
	W86873
	0.1008839

	AA001863
	R19166
	0.106746
	
	
	AA026796
	W74639
	-0.0263358

	AA011177
	AA056613
	0.041196
	
	
	AA026796
	AA057672
	0.1803346

	AA011177
	N49296
	-0.04054
	
	
	N58088
	W86873
	-0.1011329

	AA011177
	R19166
	0.059439
	
	
	N58088
	W74639
	-0.1690418

	AA044238
	AA057672
	0.112035
	
	
	N58088
	AA057672
	-0.07039359

	AA044238
	N49296
	0.068781
	
	
	N58088
	AA056613
	-0.107265
	

	AA044238
	R42145
	0.012952
	
	
	R59852
	R42145
	-0.06535926

	AA044238
	W86873
	0.054551
	
	
	AA010076
	W86873
	-0.02107279

	AA055616
	AA057672
	0.206329
	
	
	N47107
	R19166
	0.064155
	

	AA057539
	AA057672
	0.147865
	
	
	R59852
	R19166
	-0.1606323

	AA057539
	W74639
	0.007695
	
	
	AA010076
	AA056613
	0.03576031

	W70081
	AA056613
	0.257569
	
	
	R59852
	AA056613
	0.080554
	

	W70081
	W74639
	0.034157
	
	
	R59852
	N49296
	0.150952
	

	W70081
	W86873
	0.126044
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	


Discussion


This step provides another filtering and validation stage to the model, with the goal of increasing the overall percentage of valid network genes in the model. There is some evidence that the genes identified as being incorrectly part of the network by this step were indeed erroniously placed there. For instance, one of the genes in the original network that was eliminated in this step, AA054716, is primarily associated with vision, since patients having defects in it often have night vision blindness and other problems. Other genes thrown out included ESTs and genes associated with the exosome. Unfortunately, some of the genes removed had evidence in GO supporting their identity as part of the tRNA network. 


The Bayesian step also proved to be important. For instance, one of the genes the Bayesian step indicated should be recovered was W70081, alanyl-tRNA synthase, and therefore may have been incorrectly thrown out by the correlation network alone. 


The main problem with this validation step is that there is no easy way to validate it. Without experimental actual experimental evidence of regulatory networks, it is difficult to assess the percent accuracy of this model. One possible way of doing this is by comparing the number of genes thrown out to the original estimations of how many “noise” genes there would be in a given network. If the numbers are similar, then it would support the step working properly. In addition, this would provide a way for this step to be modified (ie the correlation changed) to provide the best results possible.


Another problem lies in the Bayesian network. While it does provide a valuable source of verification, it has problems as well. The Deal Bayesian network model tends to connect everything given to it. In addition, there is no easy way to assign a heirarchy to these connections.  Thus, from the visual representation alone of the Bayesian network, there is no way to filter the data. Even from the values it assigns to each connection, it is difficult to draw conclusions. The results do not match up very well to the correlation network since the values are only show how well one gene connects to another. They do not show how the first gene relates to the genes the second is connected to, which is an important source of internal validation. 


The main problem with the correlation network is that it is difficult to determine the optimal values for it. For instance, correlation requirements, internal-cross validation requirements are all determined by the user, and it is difficult to say which would work with all networks. Again, the best way to determine the optimal values may be to modify the correlation requirements so the number of rejected genes closely matches the number of noise genes. However, as a validation/filtering step, it shows potential to be valuable.


The next step will be to determine the actual regulatory hierarchy for a given network. This can be done through an entropy analysis. The hypothesis is that as genes get further and further away from the original regulatory gene, the standard deviation of their expression will tend to increase. This is because more and more sources of modification will arise as they move away from the original regulatory gene. 


The final steps will be validation of the model. First, predicted gene networks can be compared to actual, known gene networks and their level of similarity will determine the validity of the model. Another part of the validation process will be microarray analysis. Genes indicated by the model, especially the entropy analysis, to be regulatory genes will be tested and their effect on the network as a whole will be determined. Since the main purpose of this model is to discover these key but elusive genes, the effectiveness of it will depend most of all on this step.
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